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Abstract

Automated Theorem Proving (ATP) is concerned with
the development and use of software that automates
sound reasoning. An ATP system can be required to out-
put a proof that serves as a certificate for the system’s
claim. To ensure that a proof is correct, verification can
be required. If the verifier outputs evidence in a form
that can be independently checked, that evidence serves
as a certificate for the verifier’s claim. The sequence of
finding a proof, verifying the proof, and certifying the
verification, builds an increasing level of trust in the sys-
tem. This paper traces one such path for TPTP format
proofs generated by ATP systems, via the GDV deriva-
tion verifier, and ending at the LambdaPi checker.

1 Introduction

Automated Theorem Proving (ATP) (Robinson and
Voronkov 2001) is concerned with the development and use
of software that automates sound reasoning: the derivation
of conclusions that follow inevitably from known facts. ATP
is at the heart of many computational tasks, including sen-
sitive tasks such as software/hardware verification (Hahnle
and Huisman 2019) and system security (Cook 2018)). ATP
systems are often used as components of more complex
Artificial Intelligence (AI) systems, which means that the
impact of ATP extends into many facets of society. In many
of these applications the use of ATP systems is mission
critical, in the sense that incorrect results from ATP might
have nasty consequences. The importance of verifying the
results from autonomous systems (including ATP systems)
is reflected in the IEEE P2817 standard, which aims to
“identify best practices and provide guidance that supports
the definition of valid verification processes for a range of
autonomous system conﬁgurations”

Facing the demand for error-free results from ATP sys-
tems is the reality that ATP systems are complex pieces of
software, implementing complex calculi with complex data
structures and algorithms (Schulz 2006). Despite best inten-
tions and efforts, incorrect results are possible. To counter
incorrectness, an ATP system can be required to output a
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proof that serves as a certificate for the system’s claim. To
ensure that a proof is correct, proof verification can be re-
quired, which serves as a certification (but not a certificate)
of the proof. If the verifier outputs evidence for the certi-
fication in a form that can be independently checked, that
evidence serves as a certificate for the verifier’s claim. As
a concrete example, consider the verification process for
aerospace software, shown in Figure |1} taken from (Sut-
cliffe, Denney, and Fischer 2005)). The “proofs” output by
the ATP system are certificates that the “safety policy”
has been verified. However, certification authorities like the
FAA must be given explicit evidence that the individual tool
components (here, the “ATP” system) yield correct results.
To that end the ATP system’s proofs are given to a “proof
checker” that produces certificates that are attached to the
“code”.
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Figure 1: Practical proof checking for program certification

The sequence of finding a proof, verifying the proof, and
certifying the verification, builds an increasing level of trust
in the system. Each step is based on a lack of trust in the pre-
ceeding software, and greater trust in the succeeding soft-
ware. This paper traces one such path for TPTP format
proofs generated by ATP systems (Sutcliffe et al. 2000), via
the GDV derivation verifier (Sutcliffe 2006), and ending at
the LambdaPi checker (Hondet and Blanqui 2020)).

1.1 Verification and Trust

Proof verification can be viewed incrementally:

1. Proofs must be parsible in an agreed language. The TPTP
language (Sutcliffe 2023)) is appropriate. A parser based
on the BNF definition of the TPTP language (Van Gelder
and Sutclitfe 2006]) can be used to check conformance.
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2. Proofs must be written in an agreed upon concrete format
using the agreed language. The established TPTP format
for proofs (Sutclifte et al. 20006) has already been adopted
by many ATP systems.

3. Proofs must be structurally correct. The parents of in-
ferred formula must be documented and exist in the
derivation, the derivation must be acyclic, refutations
must have false roots, assumptions must be discharged,
etc. GDV can be used to check conformance.

4. Proofs must be for the given problem. The leaves of a
derivation must come from the problem.

5. Proofs must be logically complete and correct. This is
where most attention has been focussed in proof verifica-
tion, (often at the expense of the preceeding requirements
that are simply assumed). Proof verification is well re-
searched, with multiple approaches, including formal sys-
tem development, e.g., (Schlichtkrull et al. 2020), empir-
ical observation, the LCF philosophy, e.g., (Gordon, Mil-
ner, and Wadsworth 1979), proof replay, e.g., (Andreotti,
Lachnitt, and Barbosa 2023)), higher-order techniques,
e.g., (Harper, Honsell, and Plotkin 1993), and seman-
tic verification, e.g., (Sutcliffe 2006} Ebner et al. 2016).
There are several proof verification systems that can be
used, including GDV (Sutcliffe 2006), DEDUKTTI (Sail-
lard 2015)), and GAPT (Ebner et al. 2016)).

Empirical testing, as is done by most ATP system devel-
opers, provides a reasonable assurance that an ATP system
outputs syntactically well-formed proofs, but is only a step
towards trusting an ATP system. Formal verification of an
ATP system’s proofs provides evidence of logical correct-
ness. From a user perspective, in addition to being well-
formed and logically correct, proofs must be comprehensi-
ble to the applications (including humans) that need to use
the proofs (Reger 2016). ATP systems that pass verifica-
tion tests consistently over time become trusted, and trusted
proofs that are comprehensible become useful, in the pro-
cess shown in Figure 2] The sequence of events (typically
over years) is ...

1. Problems are given to an untrusted ATP system, which
produces untrusted proofs.

2. The untrusted proofs are checked against expectations and

other ATP systems’ results, e.g., if a problem is expected

to be a theorem and other trusted ATP systems have re-
ported that it is a theorem, hopefully the untrusted system
will agree with that.

The form of the untrusted proofs is checked.

4. If the proofs are well-formed they can be logically veri-
fied.

5. The results of steps 1-4 contribute to an accumulation of
evidence about the ATP system, which induces a level of
trust in the system.

6. After enough positive evidence has accumulated the ATP
system becomes trusted (this is a socio-empirical process)
and its proofs are trusted, e.g., Otter (McCune 2003) is
commonly trusted, thanks to its extensive usage by many
researchers over many years. The decision to trust an ATP
system might be formalized in a framework such as the
Distributed Assertion Management Framework (Al War-

et

dani, Chaudhuri, and Miller 2023)).
7. Trusted proofs can still be subject to the checks of steps
2-4, to further impact the level of trust in the ATP system.
8. If trusted/verified proofs are (human) comprehensible
they are useful to (human) applications.

This paper describes work done to verify proofs output by
ATP systems so that (i) the user has verified proofs, (ii) over
time the user builds trust in the ATP system, and finally
(iii) the user has useful proofs.

2 Background
2.1 TPTP Derivations

The TPTP language (Sutcliffe 2023) is one of the keys to the
success of the TPTP World. The TPTP language is used for
writing both problems and solutions, which enables conve-
nient communication between ATP systems and tools. Prob-
lems and solutions are built from annotated formulae of the
form:
language (name, role, formula, source, useful_info)

The supported languages are cnf (clause normal form),
fof (first-order form), t£f (typed first-order form), and thf
(typed higher-order form). The role, e.g., axiom, lemma,
conjecture, defines the use of the formula. The logical con-
nectives in the TPTP language are !, 2, ~, |, & =>, <=, <=>,
and <~>, for the mathematical connectives V, 3, =, V, A, =,
<, <, and @ respectively. The source and useful_info are
optional. Figure 3] shows a typed first-order form problem.

A derivation written in the TPTP language is a list of
annotated formulae. The role for leaves is typically one of
axiom or conjecture, and the role for inferred formulae is
typically one of negated_conjecture (also used for leaves in
CNF) or plain for inferred formulae. The source is either
a file record for leaves or an inference record for inferred
formulae. A file record contains the problem file name and
the corresponding annotated formulae name in the problem
file. An inference record contains the inference rule name, a
list of useful inference information, and a list of the parent
formulae. The parent formulae list can contain parent anno-
tated formulae names, and nested inference records. Com-
mon types of useful inference information are the semantic
relationship of the inferred formula to its parents as an SZS
ontology value (Sutcliffe 2008) in a status record, special
information about recognized types of complex inference
rules, e.g., Skolemization and explicit splitting, and details
of new symbols introduced in the inference.

The use of SZS values is core to GDV’s approach to veri-
fication, explained in Section@ The SZS ontologies (Sut-
cliffe 2008)) provide values to specify the logical status of
problems and solutions, and to describe logical data. The
Success ontology is relevant here — it provides values for the
logical status of a conjecture with respect to a set of axioms,
e.g., a TPTP problem whose conjecture is a logical conse-
quence of the axioms is tagged as a Theorem, and a model
finder that establishes that a set of axioms (with no conjec-
ture) is consistent should report Satisfiable. The Success on-
tology is also used to specify the semantic relationship be-
tween the parents and inferred formulae of an inference. The
SZS values that are used in this work are shown in Table Il
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Figure 2: The cycle of trust

SUC  Success

ESA EquiSatisfiable

SAT Satisfiable

EQV Equivalent

THM Theorem

CTH CounterTheorem

CAX ContradictoryAxioms
ECS EquiCounterSatisfiable
CSA CounterSatisfiable

CEQ CounterEquivalent

Data has been processed successfully.

There exists a model of the axioms iff there exists a model of the conjecture.

Some interpretations are models of the axioms.

The axioms and conjecture have the same models.

All models of the axioms are models of the conjecture.

All models of the axioms are models of the negated conjecture.

No interpretations are models of the axioms.

There exists a model of the axioms iff there exists a model of the negated conjecture.
Some models of the axioms are models of the negated conjecture.

The axioms and negated conjecture have the same models.

Table 1: SZS ontology values

tff(human_decl, type,human: $tType).

tff(grade_decl, type,grade: $tType).

tff(john_decl,type, john: human).

tff(a_decl, type,a: grade).

tff(f_decl, type,f: grade).

tff(grade_of_decl, type,grade_of: human > grade).
tff(created_equal_decl,type,created_equal: Chuman * human) > $o).

tff(all_created_equal,axiom,
! [Hl:human,H2:human] : created_equal(H1,H2) ).

tff(john_got_an_f,axiom,
grade_of(john) = f ).

tff(someone_got_an_a,axiom,

! [0: human] : ? [H:human] : ( O != H & grade_of(H) = a ) ).

tff(f_is_not_a,axiom,
fl=a).

tff(there_is_someone_else,conjecture,
? [H:human] : ( H != john & created_equal(H,john) ) ).

Figure 3: Example problem

Figure @] shows a proof for the problem in Figure [3] There
are some points salient to verification:

e All the leaves except ax4 are copies of formulae in
the problem. The leaf ax4 is the symmetric version of
£_is_not_a in the problem.

e Many of the formulae are inferred with SZS status THN,
i.e., they are logical consequences of their parents.

* The negated conjecture infl is inferred with SZS status
CTH, its negation is a logical consequence of its parent.

¢ The Skolemized formula inf4 is inferred with SZS status
ESA. Note the information about the Skolem symbol in
the new_symbols record, and the Skolemized variable in
the skolemized record.

¢ Two of the inferred formulae, inf5 and proof, have nested
inference records, and the intermediate inferred formula
has not been recorded in the derivation. For example, in
proof the nested inference between inf3 and ax2 probably
produced ! [X1: human] : grade_of(X1) =f (but it could have
been the symmetric version of that).

2.2 The GDV Derivation Verifier

The GDV derivation verifier (Sutcliffe 2006) was developed
at the start of the century, primarily targeting proofs by refu-
tation in clause normal and first-order form. Over time it has
been incrementally developed to verify proofs in typed first-
order form and typed higher-order form. GDV’s input is a
TPTP format proof, and optionally (required for complete
verification) the problem for which the proof was produced.

GDV checks a TPTP proof in four verification phases:
structural verification, leaf verification, rule-specific verifi-
cation, and inference verification. In the details below, failed
checks that indicate an error in the proof are tagged “(E)”
for “error”. Failed checks that don’t indicate an error in the
proof, but warrant closer inspection, are tagged “(W)” for
“warning”.

Many of the checks rely on a “check-by-ATP”, which
calls a trusted ATP system — either a theorem prover or a
model finder. In all calls to a theorem prover, a model finder
is used to check-by-ATP if the axioms of the check are sat-



tff(human_type, type,human: $tType).

tff(grade_type,type,grade: $tType).

tff(john_decl, type, john: human).

tff(a_decl,type,a: grade).

tff(f_decl, type,f: grade).

tff(grade_of_decl,type,grade_of: human > grade).
tff(created_equal_decl,type,created_equal: (human * human) > $0).
tff(eskl_1_decl,type,eskl_1: human > human).

tff(conl,conjecture,
? [X4: human] : ( ( X4 != john ) & created_equal (X4, john) ),
file('SomeoneNotJohn.p',there_is_someone_else) ).

tff(axl,axiom,
! [X1: human,X2: human] : created_equal(X1,X2),
file('SomeoneNotJohn.p',all_created_equal) ).

tff(ax2,axiom,
grade_of(john) = f,
file('SomeoneNotJohn.p', john_got_an_£f) ).

tff(ax3,axiom,
! [X1: human] : ? [X2: human] :
( (X1 !=X2) & ( grade_of(X2) =a) ),
file('SomeoneNotJohn.p',someone_got_an_a) ).

tff(ax4,axiom,
al=f,
file('SomeoneNotJohn.p',f_is not_a) ).

tff(infl,negated_conjecture,
~ ? [X1: human] : ( X1 != john & created_equal(X1,john) ),
inference(assume_negation, [status(cth)], [conl]) ).

tff(inf2,negated_conjecture,
! [X1: human] : ( X1 = john | ~ created_equal(X1,john) ),
inference(split_conjunct, [status(thm)], [infl]) ).

tff(inf3,plain,
! [X1: human] : X1 = john,
inference(cn, [status(thm)],
[inference(rw, [status(thm)], [inf2,ax1]1)]) ).

tff(inf4,plain,
! [X1: human] :
( X1 != eskl1_1(X1) & grade_of(eskl1_1(X1)) = a ),
inference(skm, [status(esa) ,new_symbols(skolem, [eskl_1]),
skolemized(X2)], [ax3]) ).

tff(inf5,plain,
! [X1: human] : grade_of(eskl_1(X1)) != f,
inference(rw, [status(thm)],
[inference(split, [status(thm)], [inf4]),ax4]) ).

tff(proof,plain,
$false,
inference(sr, [status(thm)],
[inference(rw, [status(thm)], [inf3,ax2]),inf5]) ).

Figure 4: Example proof

isfiable. Unsatisfiable axioms are acceptable only in certain
cases, e.g., the single parent is the negated conjecture, or the
inferred formula is false, and a (W) or (E) is issued appro-
priately.

As always, calls to ATP systems are subject to resource
constraints, and the systems might not produce results be-
cause a resource limit has been reached. Therefore “(E)”s in
these cases are often not indications of errors, and should be
examined manually.

Structural verification deals with non-logical aspects of
a proof, checking whether the formulae presented as proof
have the right format and relationships. The checks are:

1.
2.

Check the syntax of the annotated formulae. (E)

Check that the annotated formulae are uniquely named.
(E)

Check that all the parents of inferred formulae exist. (E)
Check that all the annotated formulae in the output are
actually used in the proof. (W)

Check that the derivation is acyclic. (E)

If the proof is expected to be a refutation, check that all
roots are false (there can be multiple false when explicit
splitting is used, as explained below), and that there is a
negated conjecture. (E)

Check that all assumptions are propagated and dis-
charged. (E)

Leaf verification deals with the leaves of the derivation, and
their relationship with the problem formulae. The checks
are:

1.
2.

Check-by-ATP that the leaf axioms are satisfiable. (W)
Check that introduced leaves are acceptable, e.g., defini-
tions (Egly and Rath 1996; Reger, Suda, and Voronkov
2016)), assumptions (Urban and Sutcliffe 2009)), tautolo-
gies. (E)

Check that non-introduced leaves are copies of problem
formulae, or can be proved from problem formulae using
check-by-ATP. (E)

Rule specific verification deals with inference rules that re-
quire special treatment. The checks are:

1.
2.

3.

Check explicit splitting (Weidenbach 2001) (E).
Check-by-ATP Skolemization. (E) Verification of
Skolemization steps, including the techniques used in
GDV-LP, is discussed in Section[2.3]

Check-by-ATP local steps of proof by contradiction. (E)

Inference verification deals with the various types of infer-
ences that are made by ATP systems in a proof. The checks
are:

1.

For inference steps with SZS status THM, check-by-ATP
that the inferred formula can be proved from the parent
formulae. (E)

For inference steps with SZS status CTH, check-by-ATP
that the negation of the inferred formula can be proved
from the parent formulae. (E)

For inference steps with SZS status ESA, GDV attempts
to prove equivalence, which is stronger than equisatifia-
bility, and can be allowed to fail. This is implemented by
a check-by-ATP that the inferred formula can be proved
from the parent formulae, and a check-by-ATP that the
parent formulae can be proved from the inferred formula.
(W)

A particular ESA case is Skolemization, which requires
rule specific verification as explained above.

For inference steps with SZS status ECS, GDV attempts
to prove counterequivalence, which is stronger than
equicountersatifiability, and can be allowed to fail. This



is implemented by a check-by-ATP that the negation of
the inferred formula can be proved from the parent for-
mulae, and a check-by-ATP that the parent formulae can
be proved from the negation of the inferred formula. (W)

Figure [5] shows the problem and proof DAG from Fig-

ures[3]and [4] with some of the checks listed above:

* Reading in the problem and proof formulae implements
structural check [Tl

* Traversing the formulae and links implements structural
checks 2Hel

* Passing {ax1,ax2,ax3,ax4} to a trusted model finder is an
example of leaf check [T}

* The four Copied links are examples of structural check 3]
for the “copied” case.

e Passing {f_is_not_a} = ax4 to a trusted theorem prover is
an example of leaf check 3] for the “inferred” case.

* Passing {ASk(ax3)} = inf4 to a trusted theorem prover is
an example of rule specific check 2]

e Passing {ax2,inf3,inf5} = proof to a trusted theorem prover
is an example of inference check|[T}

» Passing {conl} = ~infl to a trusted theorem prover is an
example of inference check 2]

The default trusted theorem provers and model finders
used by GDV are Otter (McCune 2003) and E (Schulz,
Cruanes, and Vukmirovi¢ 2019)) for theorem proving, Para-
dox (Claessen and Smallbone 2018), Vampire (Kovacs and
Voronkov 2013)), and Nitpick (Blanchette and Nipkow 2010)
for model finding. These systems have become trusted
through the process described in Section The level of
trust varies, from very high in those systems that have been
stable and empirically verified for many years, e.g., Otter,
and Paradox, to systems that have been developed more
recently but have undergone extensive testing, e.g., E and
Vampire. The choice of trusted ATP systems can be changed
through command line parameters to GDV, to satisfy the
user’s trust in particular systems.

2.3 Verifying Skolemization Steps

GDV currently has two approaches to verification of
Skolemization steps. The older approach is to try to prove
equivalence between the parent formula and its inferred
Skolemized form — inference check 3. As might be ex-
pected, the check that the Skolemized formula can be in-
ferred from the parent normally fails, and a warning is is-
sued.

The present pragmatic approach is to use a trusted
Skolemizer to produce a trusted Skolemization of the parent
formula, and then use a trusted theorem prover to check-by-
ATP that the inferred formula can be proved from the trusted
Skolemization. This relies on the trusted Skolemizer using
the same Skolem symbol as in the proof, and Skolemizing
the same variable, which in turn relies on the ATP system
providing that information in the inference of the inferred
annotated formula. If the ATP system does not provide the
information then GDV falls back on the older approach. The
trusted Skolemizer is ASk (Steen 2024), which takes the
Skolem symbol and variable as parameters. As Skolemiza-
tion steps are esa - EquiSatisfiable steps, GDV also does a

check-by-ATP that the parent formula can be proved from
the inferred formula.

In the future a third option will be implemented, appeal-
ing to higher-order techniques. A Hilbert e-term will be pro-
duced to define each Skolem term. Leaving the production of
the e-term to the ATP system that produced the proof would
leave an opening for errors in the proof, so a trusted e-term
producer will be used. This approach will allow the Skolem-
ization step to be checked by LambdaPi (see Section [3.1)).

3 GDYV + LambdaPi = GDV-LP
3.1 Dedukti and LambdaPi

Dedukti (Blanqui et al. 2023)) is a formal language for defin-
ing theories in the AlIl-calculus modulo rewriting. It is an
extension of Edinburgh’s Logical Framework LF (Harper,
Honsell, and Plotkin 1993) where types are identified not
only modulo S-equivalence but also modulo user-defined
rewriting rules. It allows for the representation of proofs of
many different logical systems, from first-order to higher-
order logic, the calculus of constructions, and some exten-
sions of it (Blanqui et al. 2023)), using the Curry-de Bruijn-
Howard isomorphism between propositions and types, and
proofs and A-terms.

LambdaPi (Hondet and Blanqui 2020) is a proof assis-
tant for the AII-calculus modulo rewriting, and can read and
output Dedukti files. LambdaPi has a syntax that is more
user-friendly than the Dedukti syntax, and provides some
features that are useful when a direct translation of proofs to
Dedukti is too difficult because the source proof is missing
some information that Dedukti expects, e.g., LambdaPi sup-
ports implicit arguments/coercions, unification hints, proof
tactics, etc., which are useful when representing, e.g., PVS
terms (?), Alethe proofs from SMT solvers (?).

Tools have been developed to export the proofs of
many different systems to the Dedukti or LambdaPi lan-
guages (Coq, OpenTheory, HOL-Light, Isabelle, Lean,
etc.). There exist various checkers for Dedukti files, e.g,
lambdapi (Hondet and Blanqui 2020), dkcheck (Saillard
2015), and kontroli (Féarber 2022).

3.2 GDV-LP

GDV uses trusted ATP systems to produce proofs and mod-
els that serve as certificates for the steps in the proof being
verified. Checking the trusted proofs and models with an in-
dependent system provides another layer of certification and
assurance that the original proof being verified is logically
correct. GDV-LP provides this assurance layer using Lamb-
daPi. To this end, ZenonModulo (Delahaye et al. 2013) is
used for all steps where a check-by-ATP proof is requiredE]
ZenonModulo is configured to output a LambdaPi term for
each proof.

In order to use ZenonModulo’s LambdaPi terms, GDV-
LP produces the necessary files that declare the formulae,
the signatures of the symbols in the terms, a LambdaPi term

2ZenonModulo can deal with only CNF, FOF, and TFF proofs.
In the future Leo-III (Steen and Benzmiiller 2018)), and possibly
also Vampire, will be able to produce LambdaPi terms, thus ex-
tending GDV-LP to TXF and THF proofs.
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for the root of the proof, and a lambdapi package. Zenon-
Modulo’s LambdaPi terms are chained together from the
root term, and passed to lambdapi to be checked. (This ap-
proach was also taken in the EKSTRAKTO (Yacine El Had-
dad, Burel, and Blanqui 2019) verifier, but was limited to
CNF refutations.) A strength of this added layer is that tools
other than lambdapi can also be used to check the LambdaPi
terms, e.g., dkcheck and kontroli.

GDV-LP has been tested on proofs from the TSTP so-
lution library (Sutcliffe 2010), with a 30s CPU time limit
on each ATP system run. The initial testing was on the 255
proofs found by E 3.2.0, for the 287 first-order theorems in
the SYN domain (i.e., E did not find a proof for 32 problems).
E was chosen because it reliably outputs well formed and
structurally correct proofs. The proofs have a range of syn-
tactic characteristics: from 5 to 843 formulae in the proof,
from 4 to 797 inference steps, and a proof depth from 4 to
101. A time limit of 30s was imposed on each proof attempt
by ZenonModulo, and also on LambdaPi for verifying the
chained LambdaPi terms. GDV-LP verified 193 of the 255
proofs (75%). Of the 62 not verified, 47 (75%) were due to
ZenonModulo not being able to find a proof in 30s, and 5
due to LambdaPi not being able to verify the chained Lamb-
daPi term in 30s. Over the 193 verified proofs, there were
2211 inference steps verified by ZenonModulo for their SZS
THM status. E 3.2.0 does not output the necessary information
for Skolemization steps to be verified using trusted Skolem-
izations from ASK, and thus GDV-LP fell back on the older
equivalence checking. There were 166 instances of this over
156 verified proofs, of which 18 instances were incomplete
(the remaining 148 instances were complete because the par-
ent and inferred formulae were unsatisfiable so that the ver-
ification of the steps used proof-by-contradiction).

GDV-LP is implemented in C, and uses the Syste-
mOnTPTP framework (Sutcliffe 2000) to execute the
trusted ATP systems and tools. GDV-LP is available from
github.com/TPTPWorld/GDV.git.

4 Conclusion

This paper has described a framework by which ATP sys-
tems can become trusted. The sequence of finding a proof,
verifying the proof, and certifying the verification, builds an
increasing level of trust in the ATP system. This paper has
traced one such path for TPTP format proofs generated by
ATP systems, via the GDV derivation verifier, and ending
at the LambdaPi checker. The verification steps have been
implemented in the GDV-LP tool.

“Trust” is a key notion in (this form of) proof verification.
There are multiple instances of trust in GDV-LP:

 External sources, including other ATP systems, are trusted
to have produced correct expectations against which re-
sults can be checked.

* Parsers are trusted to check that proofs are syntactically
well-formed.

* The GDV core is trusted to check the structure of proofs.

» ASk is trusted to perform correct Skolemizations.

e Various ATP systems are trusted for inference verifica-
tion: model finders are trusted to check proofs’ leaves for
satisfiability, and theorem provers are trusted to check var-
ious inferences.

* ZenonModulo is trusted to produce LambdaPi terms that
verify inference steps.

e GDV-LP is trusted to chain LambdaPi terms together.

* lambdapi is trusted to check a chain of LambdaPi terms.

Future work includes using LambdaPi to check
Skolemization steps, verification of global infer-
ences such as Vampire’s (Kovacs and Voronkov 2013)
consistent_polarity_flipping, and use of Leo-III or Vampire as
the trusted theorem prover producing LambdaPi terms. The
principles and implementation described in this paper are
expected to be used in the proposed IJCAR 2026 Verifier
& Verifiability Competition - the “ProoVer” competition.
In the big picture, these notions of trust will naturally
expand upstream, as trusted ATP systems are used to
verify the output of subsymbolic reasoning systems, e.g., in
AlphaProof (Hubert, Mehta, and Sartran 2024)).


https://github.com/TPTPWorld/GDV.git
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